
Deep Learning Machine Learning and Deep Learning

Machine Learning & Deep Learning

Chun-Hsiang Chan
Undergraduate Program in Intelligent Computing and Big Data, Chung Yuan Christian University

Master Program in Intelligent Computing and Big Data, Chung Yuan Christian University

Chun-Hsiang Chan 1



Deep Learning Machine Learning and Deep Learning

Outline

• Artificial intelligence

• Machine learning

• Deep learning

• Machine learning & deep learning

• Optimization

• Potential issues

• Paper reading

• Assignment

Chun-Hsiang Chan 2



Deep Learning Machine Learning and Deep Learning

Artificial intelligence
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https://www.ibm.com/cloud/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks
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Machine learning – Origin
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https://www.telecomtv.com/content/network-automation/the-human-side-of-network-automation-45860/

https://www.telecomtv.com/content/network-automation/the-human-side-of-network-automation-45860/
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Machine learning – Definition

• Machine learning (ML) is a field of inquiry devoted to
understanding and building methods that "learn" – that is,
methods that leverage data to improve performance on some
set of tasks. It is seen as a part of artificial intelligence.

• Machine learning algorithms build a model based on sample
data, known as training data, in order to make predictions or
decisions without being explicitly programmed to do
so. Machine learning algorithms are used in a wide variety of
applications, such as in medicine, email filtering, speech
recognition, agriculture, and computer vision, where it is difficult
or unfeasible to develop conventional algorithms to perform the
needed tasks.
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Machine learning – Category

• A subset of machine learning is closely related to computational
statistics, which focuses on making predictions using computers,
but not all machine learning is statistical learning. The study
of mathematical optimization delivers methods, theory and
application domains to the field of machine learning. Data
mining is a related field of study, focusing on exploratory data
analysis through unsupervised learning.
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Supervised and unsupervised learning
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https://medium.com/@dkatzman_3920/supervised-vs-unsupervised-learning-and-use-cases-for-each-8b9cc3ebd301

https://medium.com/@dkatzman_3920/supervised-vs-unsupervised-learning-and-use-cases-for-each-8b9cc3ebd301
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Machine learning

Evaluation metrics

To measure the 

performance of the model
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Deep learning

• Deep learning (DL) neural networks, or artificial neural networks,
attempts to mimic the human brain through a combination of data
inputs, weights, and bias. These elements work together to
accurately recognize, classify, and describe objects within the data.

• Deep neural networks consist of multiple layers of interconnected
nodes, each building upon the previous layer to refine and optimize
the prediction or categorization. This progression of computations
through the network is called forward propagation. The input and
output layers of a deep neural network are called visible layers. The
input layer is where the deep learning model ingests the data for
processing, and the output layer is where the final prediction or
classification is made.
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Deep learning

• Another process called backpropagation uses algorithms,
like gradient descent, to calculate errors in predictions and then
adjusts the weights and biases of the function by moving
backwards through the layers in an effort to train the model.

• Together, forward propagation and backpropagation allow a
neural network to make predictions and correct for any errors
accordingly. Over time, the algorithm becomes gradually more
accurate.
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Deep learning – Application

• Deep learning is a subfield of machine learning that is inspired by the structure and function of the 
human brain, called artificial neural networks. It has been applied in a wide range of applications 
and industries, including:

• Computer Vision: Object recognition, image classification, segmentation, and generation, video 
analysis and understanding, etc.

• Natural Language Processing (NLP): Text classification, sentiment analysis, language translation, 
speech recognition, and generation.

• Recommender Systems: Personalized recommendations based on user behavior, preferences, 
and interaction with items.

• Robotics: Perception, control, and decision making tasks for autonomous robots.
• Healthcare: Medical image analysis, drug discovery and personalized medicine, etc.
• Finance: Fraud detection, risk management, algorithmic trading, etc.
• Marketing: Customer segmentation, targeted advertising, etc.
• Gaming: Game AI, decision making, and strategy development, etc.
• These are some of the most common applications of deep learning, but this field is constantly 

evolving and expanding to new areas.
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https://chat.openai.com/chat
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Deep learning – Application (ChatGPT)
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https://chat.openai.com/chat
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ChatGPT
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ChatGPT
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Paper Link

Paper Link

Paper Link

https://doi.org/10.1148/radiol.223312
https://doi.org/10.1148/radiol.230163
https://doi.org/10.1148/radiol.230171
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• Medical writing: scientific articles, radiology reports, regulatory
documents, and patient educational materials.

• The training process of GPT involves asking the model to
predict the next element in a sentence.

• That enables GPT to generate random free text, mimicking the
training text (and being biased by it).

• ChatGPT is a more complex model that requires two more steps.
• After pre-training GPT with a large corpus, GPT is trained to

predict the answer to a given question.
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Som Biswas (2023) ChatGPT and the Future of Medical
Writing. Radiology. https://doi.org/10.1148/radiol.223312

• Ethics: The use of AI in writing raises concerns about authorship and accountability for the

content that is generated. Although chat GPT generates articles that have less plagiarism, they

are not completely free of it and need editing by human authors. Also letters of

recommendation and personal statements based on works created by chat GPT can be raise

authenticity concerns.

• Legal issues: There are several legal issues to consider when using ChatGPT or other AI-

powered language models:

• ➢ Copyright: When AI-generated text is used for commercial purposes, it's important to

ensure that the use of AI-generated text does not infringe on any existing copyrights.

• ➢ Compliance: In some fields such as healthcare and legal, the use of AI-generated text

may be subject to regulations and compliance. Currently no laws exist regarding utilization

of AI in medical literature.

• ➢ Medico-legal issues; Provider documentation into the patient's medical record

including radiology reports created by AI could lead to errors and thus lawsuits. Questions

of accountability will then arise regarding these reports.
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• Innovation: As chat GPT is based on prior data fed to it, eventually it will lead
to repetitive text generation and lack of creativity. ChatGPT and other AI-
generated text may lack the creativity and originality that human authors bring
to their work. Also easy automated text generation can also lead to less
engaged students regarding coursework and assignments, in medical schools
and colleges across the world.

• Accuracy: There is a concern that AI-generated text may not be accurate or
may contain errors. The current version of ChatGPT does not offer any
assessment of content accuracy.

• Bias: AI models are trained on large amounts of data, which may include bias.
Therefore, there is a concern that the text generated by AI may perpetuate or
amplify bias.

• Transparency: The use of AI in the writing process and identification of text
that has been generated by a machine should be made clear.
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Number/ plate detection
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https://www.researchgate.net/publication/343547826_Dropout_in_Neural_Networks_Simulates_the_Paradoxical_Effects_of_Deep_Brain_Stimulation_on_Memory/figures?lo=1

https://news.tvbs.com.tw/local/1130681

Standard writing detection ➔

Hand writing detection ➔

ETC 

https://www.researchgate.net/publication/343547826_Dropout_in_Neural_Networks_Simulates_the_Paradoxical_Effects_of_Deep_Brain_Stimulation_on_Memory/figures?lo=1
https://news.tvbs.com.tw/local/1130681
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Object Detection
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https://tw.cyberlink.com/faceme/insights/articles/478/automatic-license-plate-recognition-facial-recognition

https://www.acrosser.com.tw/zh-tw/Solutions/Autonomous-Driving-Servers/

https://tw.cyberlink.com/faceme/insights/articles/478/automatic-license-plate-recognition-facial-recognition
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Stock price prediction
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https://www.semanticscholar.org/paper/A-Machine-Learning-Model-for-Stock-Market-Hegazy-Soliman/ab3297f44f6cdaa778b97efe930f6534b3edc92f

https://www.semanticscholar.org/paper/A-Machine-Learning-Model-for-Stock-Market-Hegazy-Soliman/ab3297f44f6cdaa778b97efe930f6534b3edc92f
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Machine learning & deep learning

• If deep learning is a subset of machine learning, how do they
differ? Deep learning distinguishes itself from classical machine
learning by the type of data that it works with and the methods
in which it learns.

• Machine learning algorithms leverage structured, labeled data
to make predictions—meaning that specific features are defined
from the input data for the model and organized into tables. This
doesn’t necessarily mean that it doesn’t use unstructured data;
it just means that if it does, it generally goes through some pre-
processing to organize it into a structured format.
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Machine learning & deep learning
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Apparently, the operations that Neural Networks

perform during the training phase are equivalent to

"searching for meaningful combinations of variables

that produce better performance results on the

training data". I have heard that this is in some way

similar to Principal Component Analysis (PCA) and

Kernel Methods, seeing as these methods combine

many different existing features into new features

that have "more meaningful representation".

Deep learning solves this central problem in

representation learning by introducing

representations that are expressed in terms of other,

simpler representations. Deep learning enables the

computer to build complex concepts out of simpler

concepts.
https://stats.stackexchange.com/questions/562466/neural-networks-automatically-do-feature-engineering-how

https://stats.stackexchange.com/questions/562466/neural-networks-automatically-do-feature-engineering-how
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Optimization

https://www.fromthegenesis.com/gradient-descent-part1/
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https://www.mygreatlearning.com/blog/gradient-descent/#types-of-gradient-descent

https://www.fromthegenesis.com/gradient-descent-part1/
https://www.mygreatlearning.com/blog/gradient-descent/#types-of-gradient-descent
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Potential issues
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• Overfitting: Deep learning models have the tendency to memorize the training

data, leading to overfitting and poor generalization performance on new, unseen

data. This can be mitigated using techniques such as early stopping, regularization,

or dropout.

• Computational Complexity: Training deep learning models can be

computationally expensive, requiring large amounts of data and computational

resources. This can make it challenging to scale up deep learning models to

handle large amounts of data, or to deploy them on resource-constrained devices.

• Data Bias: Deep learning models can learn and amplify existing biases in the

training data, leading to biased predictions or decisions. This can be a particularly

important issue in applications such as facial recognition, where the model may be

trained on data that is biased towards a particular race or gender.

https://chat.openai.com/chat

https://chat.openai.com/chat
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Potential issues
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• Explanation and Interpretability: Deep learning models can be difficult to
understand and interpret, making it challenging to determine why the model is
making a particular prediction or decision. This can be an issue in applications
where transparency and accountability are important, such as in medical
diagnosis or criminal justice.

• Adversarial Examples: Deep learning models can be vulnerable to adversarial
examples, where small, carefully crafted changes to the input data can cause the
model to make incorrect predictions. This is a security concern in applications
such as image recognition, where an attacker could potentially manipulate the
input to cause the model to misbehave.

https://chat.openai.com/chat

https://chat.openai.com/chat
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Paper Reading
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https://arxiv.org/ftp/arxiv/papers/2302/2302.02083.pdf
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Assignment

• Given at least three examples for machine learning and deep
learning with appropriate reasons.
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Examples Machine learning Deep learning

Ex 1

Ex 2

Ex 3
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Thank you for your attention!
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